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Polling Question No. 1

2

Does your organization use software to 
scan and prioritize or score resumes using  
keywords, or use a chat bot to ask 
screening questions?
oYes
oNo
oUnsure
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Polling Question No. 2
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Does your organization use online 
assessments to assess personality, 
aptitude, cognitive skills or perceived 
“cultural fit”?
oYes
oNo
oUnsure
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Polling Question No. 3
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Does your organization use video interview 
technology to assess candidate responses, 
facial expressions or speech patterns?
oYes
oNo
oUnsure
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AI Defined
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A form of technology where the software:

• "learns" from the data it analyzes or tasks 
it performs, and 

• adapts its "behavior" based on what it 
learns from the data to improve its 
performance of certain tasks over time 
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How does AI work?
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Two key elements

• Data set
• Algorithm:  sets of code with 

instructions to perform 
specific task over a data set

Computer software programmed 
to execute algorithms over a 

data set to, among other things: 

• Recognize patterns
• Reach conclusions
• Make informed judgments
• Optimize practices
• Predict future behavior
• Automate repetitive functions
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Simply put
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AI is technology that mimics 
human intelligence to 
perform tasks ordinarily 
performed by humans
Remember HAL?
2001: A Space Odyssey (1968)
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How HR is Using AI

8

Recruiting and 
hiring

Employee 
onboarding

Performance 
management 

and 
productivity

Managing 
remote workers Career coaching Employee 

retention

How AI Is Being Used

Recruiting and hiring. Software containing AI may assist HR professionals and 
recruiters by:

 Sourcing and screening candidates, including predictive hiring that identifies a 
company's performance drivers to improve the quality of hires:
o Show job ads to targeted groups
o Scan resumes and prioritize applications using certain keywords;
o Score applicant resume
o Decide if applicant meets job qualification

 Scheduling interviews

 Using virtual assistants or chatbots that ask or answer questions about 
preliminary job qualifications, salary ranges, and the hiring process, potentially 
rejecting candidates lacking certain defined requirements
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 Testing software that provides “job fit” scores for applicants or employees 
regarding their personalities, aptitudes, cognitive skills, or perceived “cultural 
fit” based on their performance on a game or on a more traditional test

 Conducting video and recorded interviews, with candidate responses, facial 
expressions and speech patterns analyzed by AI

 Using depersonalized information to make salary determinations

Employee onboarding. Chatbots may answer new employee questions and direct them 
to the appropriate corporate resources

Performance management and productivity. AI tools are available to:
 Determine the profiles of successful employees
 Measure individual employee performance
 Select candidates for promotion
 Rate employee productivity by monitoring keystrokes or other factors

Managing remote workers. Employers may use data analytics, AI, and other 
technologies to track remote workers, especially given the increase in remote and 
hybrid work arrangements and "wandering" or work from anywhere (WFA) employees 

Career coaching. AI tools may suggest new positions, training, and available 
professional development resources based on an employee's career interests.

Employee retention. AI tools can be used to predict which employees are likely to 
leave a job and coach managers about how to retain those employees
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9

Evidence submitted in age discrimination civil action filed in United States District Court for 
the Northern District of California, Bradley et al. v. T-Mobile et al., Civil Action 5:17-cv-
07232
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AI in Recruiting and Hiring

10

Sourcing and Screening 
Candidates

• Show job ads to targeted 
groups

• Scan resumes and 
prioritize using  keywords

• Score resumes
• Use chat bot to ask 

questions about 
preliminary qualifications, 
desired salary

Online Testing 

 “Job fit” scores  on:

 personalities 
 aptitudes
 cognitive skills
 perceived “cultural fit”

Video interview Analysis

• Analyze:

• candidate responses
• facial expressions
• speech patterns
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Too good to be true?
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The risks
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• Systemic discrimination
• Unknown “black box” of algorithms
• Disability accessibility and accommodation 

challenges
• Unlawful inquiries or screening criteria
• Vendor violation liability
• Patchwork of state laws
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Systemic discrimination

13

Depending on the available data set and 
the algorithms used, 
AI recruiting tools may duplicate and 
proliferate past discriminatory practices 
in:
• Identifying who gets the job ad
• Identifying and evaluating candidates
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Algorithm “black box”
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• Lack of transparency in the algorithmic process may 
render it impossible to determine how or why an AI 
tool reached a decision or made a prediction

Why is this a problem?
• Employers unable to satisfy legal obligation to 

articulate a "legitimate nondiscriminatory" reason for a 
decision because they do not know how or why the AI 
tool did what it did
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Disability accessibility
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When using online recruiting tools for
• interviews 
• initial screening 
• testing  
…ensure that the platform is accessible to individuals 
who are hearing, or sight or manually-impaired

Web site features must be accessible. See Web Content 
Accessibility Guidelines (WCAG) and Section 508 Standards.
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EEOC May 2022 Technical Guidance 
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Three ways AI tools can violate the ADA:
• Fail to provide a reasonable accommodation needed 

for the algorithm to rate the individual accurately
• Use a tool that "screens out" a disabled individual who 

is otherwise qualified to do the job, with or without a 
reasonable accommodation 

• Use a tool that makes impermissible disability-related 
inquiries and medical examinations

The Americans with Disabilities Act and the Use of Software, Algorithms, and Artificial 
Intelligence to Assess Job Applicants and Employees, U.S. Equal Employment Opportunity 
Commission, Technical Assistance Guidance (May 12, 2022) 
https://www.eeoc.gov/laws/guidance/americans-disabilities-act-and-use-software-
algorithms-and-artificial-intelligence (“EEOC Technical Guidance”)
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Disability accommodation
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When is obligation triggered?

• Individual says they have medical condition that may make taking the 
test difficult or reduce accuracy of assessment result

How must employer respond?

• If condition is unknown, employer may request supporting medical 
documentation

• Once documentation is provided, provide alternative testing format or 
more accurate assessment of skills unless doing so would involve 
undue hardship

• Must give individual equal consideration with other candidates not 
receiving reasonable accommodation

EEOC Technical Guidance:

5. May an employer announce generally (or use software that announces 
generally) that reasonable accommodations are available to job applicants 
and employees who are asked to use or be evaluated by an algorithmic 
decision-making tool, and invite them to request reasonable accommodations 
when needed?
Yes. An employer may tell applicants or employees what steps an evaluation 
process includes and may ask them whether they will need reasonable 
accommodations to complete it. For example, if a hiring process includes a video 
interview, the employer or software vendor may tell applicants that the job 
application process will involve a video interview and provide a way to request a 
reasonable accommodation. Doing so is a “promising practice” to avoid violating the 
ADA.

6. When an employer uses algorithmic decision-making tools to assess job 
applicants or employees, does the ADA require the employer to provide 
reasonable accommodations?
If an applicant or employee tells the employer that a medical condition may make it 
difficult to take a test, or that it may cause an assessment result that is less 
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acceptable to the employer, the applicant or employee has requested a reasonable 
accommodation. To request an accommodation, it is not necessary to mention the 
ADA or use the phrase “reasonable accommodation.”

Under the ADA, employers need to respond promptly to requests for reasonable 
accommodation. If it is not obvious or already known whether the requesting 
applicant or employee has an ADA disability and needs a reasonable accommodation 
because of it, the employer may request supporting medical documentation. When 
the documentation shows that a disability might make a test more difficult to take or 
that it might reduce the accuracy of an assessment, the employer must provide an 
alternative testing format or a more accurate assessment of the applicant’s or 
employee’s skills as a reasonable accommodation, unless doing so would involve 
significant difficulty or expense (also called “undue hardship”).

For example, a job applicant who has limited manual dexterity because of a disability 
may report that they would have difficulty taking a knowledge test that requires the 
use of a keyboard, trackpad, or other manual input device. Especially if the 
responses are timed, this kind of test will not accurately measure this particular 
applicant’s knowledge. In this situation, the employer would need to provide an 
accessible version of the test (for example, one in which the applicant is able to 
provide responses orally, rather than manually) as a reasonable accommodation, 
unless doing so would cause undue hardship. If it is not possible to make the test 
accessible, the ADA requires the employer to consider providing an alternative test of 
the applicant’s knowledge as a reasonable accommodation, barring undue hardship.

Other examples of reasonable accommodations that may be effective for some 
individuals with disabilities include extended time or an alternative version of the test, 
including one that is compatible with accessible technology (like a screen-reader) if 
the applicant or employee uses such technology. 

Employers must give individuals receiving reasonable accommodation equal 
consideration with other applicants or employees not receiving reasonable 
accommodations.

The ADA requires employers to keep all medical information obtained in connection 
with a request for reasonable accommodation confidential and must store all such 
information separately from the applicant’s or employee’s personnel file.
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Online assessments
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Remember things that may improperly 
screen out individuals with disabilities

• Assessment FORMAT

• Assessment SCORING

18
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Disability accommodation (cont’d)
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FORMAT examples
• Limited manual dexterity impacting use 

of keyboard, track pad or other manual 
input device => allow oral responses or 
extended response time

• Visual impairment => screen reader 
compatibility

19
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Unlawful screening or scoring 
criteria

20

May occur if the disability prevents the 
individual from meeting minimum selection 
criteria or performing well on an on-line 
assessment

Remember
Assessments must measure only relevant skills
and abilities -- not impaired sensory, manual
or speaking skills

EEOC Technical Guidance

8. When is an individual “screened out” because of a disability, and when is 
screen out potentially unlawful?
Screen out occurs when a disability prevents a job applicant or employee from 
meeting—or lowers their performance on—a selection criterion, and the applicant or 
employee loses a job opportunity as a result. The ADA says that screen out is 
unlawful if the individual who is screened out is able to perform the essential 
functions of the job with a reasonable accommodation if one is legally 
required.[1] Questions 9 and 10 explain the meaning of “screen out” and Question 
11 provides examples of when a person who is screened out due to a disability 
nevertheless can do the job with a reasonable accommodation.

9. Could algorithmic decision-making tools screen out an individual because 
of a disability? What are some examples?
Yes, an algorithmic decision-making tool could screen out an individual because of 
a disability if the disability causes that individual to receive a lower score or an 
assessment result that is less acceptable to the employer, and the individual loses a 
job opportunity as a result.
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An example of screen out might involve a chatbot, which is software designed to 
engage in communications online and through texts and emails. A chatbot might be 
programmed with a simple algorithm that rejects all applicants who, during the course 
of their “conversation” with the chatbot, indicate that they have significant gaps in 
their employment history. If a particular applicant had a gap in employment, and if the 
gap had been caused by a disability (for example, if the individual needed to stop 
working to undergo treatment), then the chatbot may function to screen out that 
person because of the disability.

Another kind of screen out may occur if a person’s disability prevents the algorithmic 
decision-making tool from measuring what it is intended to measure. For example, 
video interviewing software that analyzes applicants’ speech patterns in order to 
reach conclusions about their ability to solve problems is not likely to score an 
applicant fairly if the applicant has a speech impediment that causes significant 
differences in speech patterns. If such an applicant is rejected because the 
applicant’s speech impediment resulted in a low or unacceptable rating, the applicant 
may effectively have been screened out because of the speech impediment.

11. Screen out because of a disability is unlawful if the individual who is 
screened out is able to perform the essential functions of the job, with a 
reasonable accommodation if one is legally required. If an individual is 
screened out by an algorithmic decision-making tool, is it still possible that the 
individual is able to perform the essential functions of the job?

In some cases, yes. For example, some employers rely on “gamified” tests, which 
use video games to measure abilities, personality traits, and other qualities, to assess 
applicants and employees. If a business requires a 90 percent score on a gamified 
assessment of memory, an applicant who is blind and therefore cannot play these 
particular games would not be able to score 90 percent on the assessment and would 
be rejected. But the applicant still might have a very good memory and be perfectly 
able to perform the essential functions of a job that requires a good memory.

Even an algorithmic decision-making tool that has been “validated” for some 
purposes might screen out an individual who is able to perform well on the job. To say 
that a decision-making tool has been “validated” means that there is evidence 
meeting certain professional standards showing that the tool accurately measures or 
predicts a trait or characteristic that is important for a specific job. Algorithmic 
decision-making tools may be validated in this sense, and still be inaccurate when 
applied to particular individuals with disabilities. For example, the gamified 
assessment of memory may be validated because it has been shown to be an 
accurate measure of memory for most people in the general population, yet still 
screen out particular individuals who have good memories but are blind, and who 
therefore cannot see the computer screen to play the games.
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An algorithmic decision-making tool also may sometimes screen out individuals with 
disabilities who could do the job because the tool does not take into account the 
possibility that such individuals are entitled to reasonable accommodations on the 
job. Algorithmic decision-making tools are often designed to predict whether 
applicants can do a job under typical working conditions. But people with disabilities 
do not always work under typical conditions if they are entitled to on-the-job 
reasonable accommodations.

For example, some pre-employment personality tests are designed to look for 
candidates who are similar to the employer’s most successful employees—
employees who most likely work under conditions that are typical for that employer. 
Someone who has Posttraumatic Stress Disorder (“PTSD”) might be rated poorly by 
one of these tests if the test measures a trait that may be affected by that particular 
individual’s PTSD, such as the ability to ignore distractions. Even if the test is 
generally valid and accurately predicts that this individual would have difficulty 
handling distractions under typical working conditions, it might not accurately predict 
whether the individual still would experience those same difficulties under modified 
working conditions—specifically, conditions in which the employer provides required 
on-the-job reasonable accommodations such as a quiet workstation or permission to 
use noise-cancelling headphones. If such a person were to apply for the job and be 
screened out because of a low score on the distraction test, the screen out may be 
unlawful under the ADA. Some individuals who may test poorly in certain areas due 
to a medical condition may not even need a reasonable accommodation to perform a 
job successfully.
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Screening or scoring criteria may 
be unlawful when…

21

Examples Issue

Screens out candidates with employment gaps Gap may be due to medical condition (or 
pregnancy, child or family care)

Analyzes and evaluates speech patterns to 
evaluate problem-solving skill

Speech impediment may result in lower rating 
not reflective of problem-solving skill

Analyzes ability to ignore distractions AI may use “typical” working conditions and not 
take into account performance with an 
accommodation (e.g., noise cancelling head 
phones)

Chatbot asks whether individual can stand for 3 
hours and stops the screening when the answer 
is No

Candidates using a wheelchair who could 
perform the essential functions seated (as an 
accommodation) are excluded from 
consideration without accommodation 
consideration

21
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Unlawful inquiries 

22

AI tool asks questions that are likely to elicit information about a 
disability before giving the candidate a conditional offer of 
employment

• These questions violate the ADA even if the individual does not 
have a disability

Practice Tip

Before purchasing AI tool, ask the vendor to confirm that the tool
does not ask questions likely to elicit information about physical
or mental impairments or health

EEOC Technical Guidance:

13. How could an employer’s use of algorithmic decision-making tools violate 
ADA restrictions on disability-related inquiries and medical examinations?
An employer might violate the ADA if it uses an algorithmic decision-making tool that 
poses “disability-related inquiries” or seeks information that qualifies as a “medical 
examination” before giving the candidate a conditional offer of employment. This 
type of violation may occur even if the individual does not have a disability.

An assessment includes “disability-related inquiries” if it asks job applicants or 
employees questions that are likely to elicit information about a disability or directly 
asks whether an applicant or employee is an individual with disability. It qualifies as 
a “medical examination” if it seeks information about an individual’s physical or 
mental impairments or health.

An algorithmic decision-making tool that could be used to identify an applicant’s 
medical conditions would violate these restrictions if it were administered prior to a 
conditional offer of employment. Not all algorithmic decision-making tools that ask 
for health-related information are “disability-related inquiries or medical 
examinations,” however. For example, a personality test is not posing “disability-
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related inquiries” because it asks whether the individual is “described by friends as 
being ‘generally optimistic,’” even if being described by friends as generally optimistic 
might somehow be related to some kinds of mental health diagnoses.

Note, however, that even if a request for health-related information does not violate 
the ADA’s restrictions on disability-related inquiries and medical examinations, it still 
might violate other parts of the ADA. For example, if a personality test asks questions 
about optimism, and if someone with Major Depressive Disorder (“MDD”) answers 
those questions negatively and loses an employment opportunity as a result, the test 
may “screen out” the applicant because of MDD. As explained in Questions 8–
11 above, such screen out may be unlawful if the individual who is screened out can 
perform the essential functions of the job, with or without reasonable accommodation.

Once employment has begun, disability-related inquiries may be made and medical 
examinations may be required only if they are legally justified under the ADA.

For more information on disability-related inquiries and medical examinations, 
see Pre-Employment Inquiries and Medical Questions & Examinations, 
and Enforcement Guidance on Disability-Related Inquiries and Medical Examinations 
of Employees under the ADA.

EEOC Promising Practices:

Before purchasing an algorithmic decision-making tool, an employer should ask the 
vendor to confirm that the tool does not ask job applicants or employees questions 
that are likely to elicit information about a disability or seek information about an 
individual’s physical or mental impairments or health, unless such inquiries are 
related to a request for reasonable accommodation. (The ADA permits an employer 
to request reasonable medical documentation in support of a request for reasonable 
accommodation that is received prior to a conditional offer of employment, when 
necessary, if the requested accommodation is needed to help the individual complete 
the job application process.)

22
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Vendor violation liability

23

• Employers are liable for using AI tools 
that violate the law

• Beware products that claim to be 
“validated” or “bias-free”

EEOC Technical Guidance:

3. Is an employer responsible under the ADA for its use of algorithmic 
decision-making tools even if the tools are designed or administered by 
another entity, such as a software vendor?
In many cases, yes. For example, if an employer administers a pre-employment 
test, it may be responsible for ADA discrimination if the test discriminates against 
individuals with disabilities, even if the test was developed by an outside vendor. In 
addition, employers may be held responsible for the actions of their agents, which 
may include entities such as software vendors, if the employer has given them 
authority to act on the employer’s behalf.

7. Is an employer responsible for providing reasonable accommodations 
related to the use of algorithmic decision-making tools, even if the software 
or application is developed or administered by another entity?
In many cases, yes. As explained in Question 3 above, an employer may be held 
responsible for the actions of other entities, such as software vendors, that the 
employer has authorized to act on its behalf. For example, if an employer were to 
contract with a software vendor to administer and score on its behalf a pre-
employment test, the employer likely would be held responsible for actions that the 
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vendor performed—or did not perform—on its behalf. 

Thus, if an applicant were to tell the vendor that a medical condition was making it 
difficult to take the test (which qualifies as a request for reasonable accommodation), 
and the vendor did not provide an accommodation that was required under the ADA, 
the employer likely would be responsible even if it was unaware that the applicant 
reported a problem to the vendor.

10. Some algorithmic decision-making tools may say that they are “bias-free.” 
If a particular tool makes this claim, does that mean that the tool will not 
screen out individuals with disabilities?
When employers (or entities acting on their behalf such as software vendors) say that 
they have designed an algorithmic decision-making tool to be “bias-free,” it typically 
means that they have taken steps to prevent a type of discrimination known as 
“adverse impact” or “disparate impact” discrimination under Title VII, based on race, 
sex, national origin, color, or religion. This type of Title VII discrimination involves an 
employment policy or practice that has a disproportionately negative effect on a group 
of individuals who share one of these characteristics, like a particular race or sex.

To reduce the chances that the use of an algorithmic decision-making tool results in 
disparate impact discrimination on bases like race and sex, employers and vendors 
sometimes use the tool to assess subjects in different demographic groups, and then 
compare the average results for each group. If the average results for one 
demographic group are less favorable than those of another (for example, if the 
average results for individuals of a particular race are less favorable than the average 
results for individuals of a different race), the tool may be modified to reduce or 
eliminate the difference. 

The steps taken to avoid that kind of Title VII discrimination are typically distinct from 
the steps needed to address the problem of disability bias. If an employer or vendor 
were to try to reduce disability bias in the way described above, doing so would not 
mean that the algorithmic decision-making tool could never screen out an individual 
with a disability. Each disability is unique. An individual may fare poorly on an 
assessment because of a disability, and be screened out as a result, regardless of 
how well other individuals with disabilities fare on the assessment. Therefore, to avoid 
screen out, employers may need to take different steps beyond the steps taken to 
address other forms of discrimination. (See Question 12.)
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Vendor violation liability

24

Employer Best Practices

• Vet the vendor and tool carefully

• If the tool requires applicants or employees to engage a user interface: Did the vendor 
make the interface accessible to as many individuals with disabilities as possible?

• Are the materials presented to job applicants or employees in alternative formats? If so, 
which formats? 

• Are there any kinds of disabilities for which the vendor will not be able to provide 
accessible formats, in which case the employer may have to provide them (absent undue 
hardship)?

• Did the vendor attempt to determine whether use of the algorithm disadvantages 
individuals with disabilities? For example, did the vendor determine whether any of the 
traits or characteristics that are measured by the tool are correlated with certain 
disabilities?

• Seek an indemnity provision in contracts with AI vendors

EEOC Technical Guidance:

12. What could an employer do to reduce the chances that algorithmic 
decision-making tools will screen out someone because of a disability, even 
though that individual is able to perform the essential functions of the job 
(with a reasonable accommodation if one is legally required)?
First, if an employer is deciding whether to rely on an algorithmic decision-making 
tool developed by a software vendor, it may want to ask the vendor whether the tool 
was developed with individuals with disabilities in mind. Some possible inquiries 
about the development of the tool that an employer might consider include, but are 
not limited to: 
•If the tool requires applicants or employees to engage a user interface, did the 
vendor make the interface accessible to as many individuals with disabilities as 
possible?
•Are the materials presented to job applicants or employees in alternative formats? 
If so, which formats? Are there any kinds of disabilities for which the vendor will not 
be able to provide accessible formats, in which case the employer may have to 
provide them (absent undue hardship)?
•Did the vendor attempt to determine whether use of the algorithm disadvantages 
individuals with disabilities? For example, did the vendor determine whether any of 
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the traits or characteristics that are measured by the tool are correlated with certain 
disabilities?
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What EEOC is telling job seekers

25

• Ask employer about its use of AI tools and what it is testing for to 
determine if they might impose problem related to your disability

• If so, notify the employer that you have a medical condition and need 
an accommodation to ensure you are evaluated accurately

• If you discover the AI poses a problem after the process is underway, 
notify the employer asap and request an accommodation

• If you have received a poor decision based on AI think about whether 
your condition may have prevented you from getting a better result 
and ask to be reassessed with an accommodation

• If the employer says No, tell them about the EEOC Technical Guidance 
or contact EEOC to assistance in “next steps”

25



©2022 Smith Anderson

EEOC “Promising Practices”
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AI Selection Candidate Notification Processing Requests

Confirm AI tool does not seek health 
information

Inform individuals that disability 
accommodations are available along 
with process for requesting them 

Train staff to recognize and promptly 
process accommodation requests 

Ensure AI measures abilities or 
qualifications for the position’s 
essential functions directly, and not 
by mere correlation

Clearly explain in an accessible 
format:
-the traits the algorithm assesses; 
-how it assesses those traits; and
-what factors may affect the rating

Train staff to use alternative means 
of rating individuals when the 
evaluation process is inaccessible or 
otherwise unfairly disadvantages 
someone who has requested a 
reasonable accommodation

Use tools designed to be accessible 
to as many different disabilities as 
possible and that engage in user 
testing

Ensure third party test administrators 
either:
-promptly forward all 
accommodation requests to the 
employer; or
-contractually agree to provide 
reasonable accommodations on the 
employer's behalf

EEOC Promising Practices:
 Confirm with vendor that the tool does not 

impermissibly seek or elicit information about an 
individual's disability or health, except and as allowed 
regarding reasonable accommodation request.

• Ensure that the tools measure abilities or qualifications 
for the essential functions of the position directly, and 
not by mere correlation.

• Use tools designed to be accessible to individuals with 
as many different disabilities as possible and engage in 
user testing.
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• Inform job applicants and employees that reasonable 
accommodations are available for individuals with 
disabilities. Clearly communicate in an accessible 
format the process for requesting an accommodation.

 Train staff to recognize and promptly process reasonable accommodation 
requests. Accommodations may include:
o allowing an applicant to retake an assessment test in another format; or
o reassessing an applicant's poor test results.

 Train staff to use alternative means of rating job applicants and employees when 
the current evaluation process is inaccessible or otherwise unfairly disadvantages 
someone who has requested a reasonable accommodation because of a disability.

 Ensure third party test administrators either:
o promptly forward all accommodation requests to the employer; or
o contractually agree to provide reasonable accommodations on the 

employer's behalf.
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Patchwork of state laws
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Existing

• Illinois: Mandatory pre-use candidate disclosure and consent; video sharing 
limitations; video destruction obligation; annual race/ethnicity demographic 
disclosure to state for decisions based solely on AI analysis of video interview

• Maryland: Pre-interview written consent is required

• NYC (January 2023): Mandatory annual pre-use independent audit for 
race/gender bias; audit results must be posted on web site prior to use; NYC 
resident candidates must be given 10 days notice of use of test and job 
qualification and characteristics that will be assessed, and allowed to request an 
alternative selection process or accommodation; data AI tool is collecting must 
be disclosed publicly or on request

Illinois:  Artificial Intelligence Video Interview Act
Sec. 5. Disclosure of the use of artificial intelligence 
analysis. An employer that asks applicants to record video 
interviews and uses an artificial intelligence analysis of 
the applicant-submitted videos shall do all of the following 
when considering applicants for positions based in Illinois 
before asking applicants to submit video interviews:
(1) Notify each applicant before the interview that
artificial intelligence may be used to analyze the
applicant's video interview and consider the applicant's
fitness for the position.
(2) Provide each applicant with information before the
interview explaining how the artificial intelligence works
and what general types of characteristics it uses to evaluate
applicants.
(3) Obtain, before the interview, consent from the applicant
to be evaluated by the artificial intelligence program as
described in the information provided.
An employer may not use artificial intelligence to evaluate
applicants who have not consented to the use of artificial
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intelligence analysis.

Sec. 10. Sharing videos limited. An employer may not share
applicant videos, except with persons whose expertise or
technology is necessary in order to evaluate an applicant's
fitness for a position.

Sec. 15. Destruction of videos. Upon request from the
applicant, employers, within 30 days after receipt of the
request, must delete an applicant's interviews and instruct
any other persons who received copies of the applicant video
interviews to also delete the videos, including all
electronically generated backup copies. Any other such person
shall comply with the employer's instructions.

Sec. 20. Report of demographic data.
(a)An employer that relies solely upon an artificial

intelligence analysis of a video interview to determine
whether an applicant will be selected for an in-person
interview must collect and report the following demographic
data:

(1) the race and ethnicity of applicants who are and
are not afforded the opportunity for an in-person interview
after the use of artificial intelligence analysis; and

(2) the race and ethnicity of applicants who are hired.
(b) The demographic data collected under subsection (a) must
be reported to the Department of Commerce and Economic
Opportunity annually by December 31. The report shall include
the data collected in the 12-month period ending on November
30 preceding the filing of the report.
(c) The Department must analyze the data reported and report
to the Governor and General Assembly by July 1 of each year
whether the data discloses a racial bias in the use of
artificial intelligence.

Maryland: Labor and Employment – Use of
Facial Recognition Services – Prohibition

3–717.

(A)
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(1)      In this section the following words have the 
meanings indicated.

(2) “Facial recognition service” means technology
that analyzes facial features and is used for
recognition or persistent tracking of individuals
in still or video images.

(3) “Facial template” means the machine–
interpretable pattern of facial features that is
extracted from one or more images of an
individual by a facial recognition service.

(B)An employer may not use a facial recognition
service for the purpose of creating a facial
template during an applicant’s interview for
employment unless an applicant consents
under subsection (c) of this section.

(C)(1) An applicant may consent to the use of
facial recognition service technology during an
interview by signing a waiver.

(2) The waiver signed under paragraph (1) of
this subsection shall state in plain language:

(I) The applicant’s name;

(II) The date of the interview;

(III) That the applicant consents to the use of
facial recognition during the interview; and

(IV) Whether the applicant read the consent
waiver.
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New York City: Subchapter 25: Automated
Employment Decision Tools

§ 20-870 Definitions.
For the purposes of this subchapter, the following 
terms have the following meanings:

Automated employment decision tool. The term 
“automated employment decision tool” means any 
computational process, derived from machine 
learning, statistical modeling, data analytics, or 
artificial intelligence, that issues simplified output, 
including a score, classification, or recommendation, 
that is used to substantially assist or replace 
discretionary decision making for making employment 
decisions that impact natural persons. The term 
“automated employment decision tool” does not 
include a tool that does not automate, support, 
substantially assist or replace discretionary decision-
making processes and that does not materially 
impact natural persons, including, but not limited to, a 
junk email filter, firewall, antivirus software, calculator, 
spreadsheet, database, data set, or other compilation 
of data.

Bias audit. The term “bias audit” means an 
impartial evaluation by an independent auditor. Such 
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bias audit shall include but not be limited to the 
testing of an automated employment decision tool to 
assess the tool’s disparate impact on persons of any 
component 1 category required to be reported by 
employers pursuant to subsection (c) of section 
2000e-8 of title 42 of the United States code as 
specified in part 1602.7 of title 29 of the code of 
federal regulations.

Employment decision. The term “employment 
decision” means to screen candidates for 
employment or employees for promotion within the 
city.

§ 20-871 Requirements for automated 
employment decision tools.

a. In the city, it shall be unlawful for an employer 
or an employment agency to use an automated 
employment decision tool to screen a candidate or 
employee for an employment decision unless:

1. Such tool has been the subject of a bias audit 
conducted no more than one year prior to the use of 
such tool; and

2. A summary of the results of the most recent 
bias audit of such tool as well as the distribution date 
of the tool to which such audit applies has been made 
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publicly available on the website of the employer or 
employment agency prior to the use of such tool.

b. Notices required. In the city, any employer or 
employment agency that uses an automated 
employment decision tool to screen an employee or a 
candidate who has applied for a position for an 
employment decision shall notify each such 
employee or candidate who resides in the city of the 
following:

1. That an automated employment decision tool 
will be used in connection with the assessment or 
evaluation of such employee or candidate that 
resides in the city. Such notice shall be made no less 
than ten business days before such use and allow a 
candidate to request an alternative selection process 
or accommodation;

2. The job qualifications and characteristics that 
such automated employment decision tool will use in 
the assessment of such candidate or employee. Such 
notice shall be made no less than 10 business days 
before such use; and

3. If not disclosed on the employer or 
employment agency’s website, information about the 
type of data collected for the automated employment 
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decision tool, the source of such data and the 
employer or employment agency’s data retention 
policy shall be available upon written request by a 
candidate or employee. Such information shall be 
provided within 30 days of the written request. 
Information pursuant to this section shall not be 
disclosed where such disclosure would violate local, 
state, or federal law, or interfere with a law 
enforcement investigation.

§ 20-872 Penalties.
a. Any person that violates any provision of this 

subchapter or any rule promulgated pursuant to this 
subchapter is liable for a civil penalty of not more 
than $500 for a first violation and each additional 
violation occurring on the same day as the first 
violation, and not less than $500 nor more than 
$1,500 for each subsequent violation.

b. Each day on which an automated employment 
decision tool is used in violation of this section shall 
give rise to a separate violation of subdivision a of 
section 20-871.

c. Failure to provide any notice to a candidate or 
an employee in violation of paragraphs 1, 2 or 3 of 
subdivision b of section 20-871 shall constitute a 
separate violation.
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d. A proceeding to recover any civil penalty 
authorized by this subchapter is returnable to any 
tribunal established within the office of administrative 
trials and hearings or within any agency of the city 
designated to conduct such proceedings.

§ 20-873 Enforcement.
The corporation counsel or such other persons 
designated by the corporation counsel on behalf of 
the department may initiate in any court of competent 
jurisdiction any action or proceeding that may be 
appropriate or necessary for correction of any 
violation issued pursuant this subchapter, including 
mandating compliance with the provisions of this 
chapter or such other relief as may be appropriate.

§ 20-874 Construction.
The provisions of this subchapter shall not be 
construed to limit any right of any candidate or 
employee for an employment decision to bring a civil 
action in any court of competent jurisdiction, or to limit 
the authority of the commission on human rights to 
enforce the provisions of Title 8, in accordance with 
law.
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Patchwork of state laws
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Proposed

• D.C.:  Stop Discrimination by Algorithms Act
￮ Prohibits algorithm using a range of personal characteristics
￮ Requires notice to candidates with adverse AI results, including the factors used to reach the 

determination and the opportunity for the candidate to submit corrective information
￮ Requires annual bias audit and report to the Office of the Attorney General, including algorithm 

performance metrics, the reason for using the algorithm, and disclosure of any algorithmic 
determination complaints received

• California:  Discrimination in Employment regulations extensively revised to expressly cover AI in all 
provisions, including provisions that:
￮ AI measuring an individual’s reaction time may unlawfully screen out individuals with certain  disabilities 
￮ AI analyzing an individual’s tone or facial expressions during a video-recorded interview may  unlawfully 

screen out individuals based on race, national origin, gender, or a number of other protected 
characteristics

￮ Personality-based questions, including those asked using an automated-decision system, may constitute a 
medical or psychological examination or inquiry. Personality-based questions include, but are not limited 
to, tests or questions that measure:  optimism and/or positive attitudes; personal or emotional stability; 
extroversion or introversion; and/or intensity

D.C.:  https://trackbill.com/bill/district-of-columbia-bill-558-stop-discrimination-by-
algorithms-act-of-2021/2172272/

California:  www.dfeh.ca.gov › AttachB-ModtoEmployRegAutomated-
DecisionSystems
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Resources to vet AI tools
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Data and Trust Alliance, Algorithmic Bias Safeguards for 
Workforce Overview, January 2022
https://dataandtrustalliance.org/Algorithmic_Bias_Safeguards_for_Wor
kforce_Overview.pdf

World Economic Forum, Human-Centered Artificial 
Intelligence for Human Resources, A Toolkit for Human 
Resources Professionals, December 2021
https://www.weforum.org/reports/human-centred-ai-for-hr-state-of-
play-and-the-path-ahead#report-nav

Data & Trust Alliance Safeguards include 4 components:  Evaluation (55 questions in 13 
categories for completion by the HR vendor), Education and Assessment (detailed guidance 
for HR teams assessing vendor response), Scorecard (to grade and compare vendors and 
document issues) and Implementation Guidance (for integrating the safeguards into an 
organization’s systems).

World Economic Forum Toolkit includes a guide covering key topics and steps in the 
responsible use of AI-based HR tools, and two checklists - one focused on strategic 
planning and the other on the adoption of a specific tool.
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Using AI in HR:
Best Practices and Avoiding Traps for the 
Unwary

Kimberly J. Korando
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